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1 Introduction

What is the optimal innovation strategy when firms must learn about the value of their ideas over
time, and when market competition dynamically shapes innovation incentives? This paper devel-
ops a continuous-time model of sequential R&D in which firms acquire information over time about
uncertain innovations, and where market structure affects both experimentation behavior and im-
plementation decisions. Our goal is to understand how competition influences R&D outcomes in

settings where innovation is costly, learning is gradual, and technologies are not mutually exclusive.

The relationship between competition and innovation has long been a topic of debate. Schumpeter
(1942) argued that innovation requires the temporary monopolies and abnormal profits that arise
when firms pioneer new products and processes. In contrast, Arrow (1962) famously showed that
monopolists may underinvest in innovation because successful innovation cannibalizes their own
rents—a phenomenon known as the replacement effect. Subsequent work has introduced additional
mechanisms. For example, Gilbert and Newbery (1982) highlight the preemptive effect, whereby in-
cumbents innovate to forestall competitive entry, while Reinganum (1983) shows that this effect is

strongest under non-drastic innovation.

Although these theories are often seen as opposing, more recent research emphasizes that the rela-
tionship is context-dependent: innovation may be encouraged or discouraged by competition de-
pending on the intensity of rivalry, the nature of technology, and the structure of the innovation
process (see, e.g., Aghion et al. (2001), Aghion et al. (2005), Shapiro (2012)). Most existing models,
however, focus on winner-take-all races or assume innovation is a one-shot game. This paper de-
parts from these frameworks by modeling R&D as a sequential learning process under uncertain

innovation outcomes.

Our model conceptualizes R&D as a process of gradual information acquisition a la Wald (1945),
where firms observe signals over time and update their beliefs according to Bayes’ rule. A Brownian
signal process drives learning, and firms face a trade-off between delaying implementation to ac-
quire more information and incurring ongoing R&D costs. Importantly, we consider a setting where
ideas are not mutually exclusive: multiple firms can implement similar innovations without fully

displacing rivals, and ideas can be correlated and investigated sequentially.

The main contributions of the paper are as follows. First, we characterize the optimal R&D strategy

of a firm deciding whether to implement, reject, or continue learning about an uncertain innova-
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tion. Second, we extend the model to accommodate sequential ideas with correlated payoffs and
demonstrate how correlation influences experimentation and implementation decisions. Third, we
introduce strategic interaction between two firms, allowing one firm (the follower) to condition its
behavior on the other’s (the leader) decision. We demonstrate how competition can induce either
preemptive or encouraging effects, depending on its impact on the incremental value of innovation.
These results yield new insights into how market structure influences innovation dynamics in more

general settings than those previously studied.

The rest of the paper is organized as follows: The next section presents real-world applications that
can be understood through the model. Section 2 reviews the related literature. Section 3 presents
the model and discusses real-world situations that align with the model’s main features. Section
4 studies the solo firm’s R&D decisions with one and two ideas. Section 5 analyzes the strategic

interaction between a leader and a follower. Section 6 presents the main conclusions.

2 Related Literature

This paper builds on and contributes to several strands of literature at the intersection of R&D, se-

quential learning, and competition.

Sequential learning and experimentation. We model R&D as an optimal stopping problem with
sequential information acquisition in the spirit of Wald (1945); Wald and Wolfowitz (1948). In contrast
to classical sequential analysis, which often assumes learning occurs at discrete time intervals (e.g.,
Chernoff, 1959, 1972; Siegmund, 1985), we adopt a continuous-time Bayesian framework in which
beliefs evolve as a martingale diffusion process. The agent observes a noisy signal over time, modeled

as a Brownian motion with unknown drift, and updates beliefs accordingly.

This approach is closely related to the drift-diffusion model (DDM) literature, which has been exten-
sively applied in economics and decision theory (e.g., Roberts and Weitzman, 1981; Ulu and Smith,
2009; Branco et al., 2012; Fudenberg et al., 2018; Lang, 2019; Balmaceda et al., 2025). Our framework is
particularly close to Moscarini and Smith (2001), who model experimentation as a stopping problem
where the firm endogenously chooses the precision of the signal. In contrast, our model assumes

exogenous learning: the firm cannot influence the speed or quality of information. Instead, we focus
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on how competition shapes the firm’s experimentation and implementation decisions when learning

is costly and outcomes are uncertain.

Competition and innovation. The relationship between competition and R&D is classically am-
biguous. In static reduced-form models, Boone (2000, 2001) provide conditions under which in-
creased competition can either promote or discourage innovation, depending on how competition
affects the marginal return to investment. Schmutzler (2013) generalizes these results to asymmetric
duopolies, showing that the direction of the effect hinges on whether firms’ investments are strategic

complements or substitutes, and how competition influences the marginal gains from innovation.

Other static models (e.g., Vives, 2008; Loépez and Vives, 2016; Letina, 2016) show that increased com-
petition can increase the diversity of innovation strategies and reduce duplication. These models
highlight that the overall R&D effort in equilibrium can rise or fall with competition intensity, de-

pending on how profits and innovation externalities are structured.

Dynamic models: replacement and preemption. The dynamic literature has focused primarily
on patent races and the tension between Arrow’s replacement effect (Arrow, 1962) and the preemp-
tive motive first identified by Gilbert and Newbery (1982). These models often assume memoryless
innovation processes (e.g., exponential arrival times), with constant R&D intensity over time (see
Reinganum, 1982, 1983; Lee and Wilde, 1980), which are optimal, as shown by Malueg and Tsutsui
(1997). In such settings, innovation is typically modeled as a stochastic resource allocation problem,
where firms compete for a fixed innovation prize whose value does not depend on the information
accumulated during the R&D process. In these R&D races, being a leading or a lagging firm is imma-
terial since the equilibrium strategies are independent of firms” knowledge stocks and thereby they
invest the same in R&D. Hence, in memoryless models, there is no sense in which one can properly

speak of one competitor being ahead of another, or of the two competitors being neck-and-neck.

Recent refinements include Parra (2019), who studies a memoryless model. He shows that strong
forward protection increases expected license fees, internalizing the profit-loss of the leader, discour-
aging followers from investing in R&D; Etro (2004), who emphasizes pre-commitment in innovation
strategies; and Marshall and Parra (2019) characterize how competition and profit gaps interact to

determine industry-level innovation. Gilbert et al. (2018) study Aghion et al.’s (2005) model with
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more than two firms and provide conditions under which the relationship between competition and

innovation takes an inverted-U shape.

Our contribution. This paper contributes to the literature by modeling R&D as a dynamic process
of sequential information acquisition with uncertain outcomes and costly experimentation. Unlike
classical patent race models, we do not assume memoryless innovation or winner-take-all outcomes.
Instead, we allow innovations to be non-drastic and non-exclusive, such that the implementation of
one firm’s innovation does not fully eliminate the value of a competitor’s innovation. This setup is
particularly relevant for industries where patents offer limited protection and technologies evolve

incrementally.

3 The Model

3.1 Setting

Let’s consider an industry with n firms, indexed by i € Z = {1, ...,n}, with the same instantaneous
discount factor r that engage in an unmodeled product market competition. One of the firms, let’s
say firm i, has an idea that can be either "bad” or “good”. The idea’s type, denoted by 0, is unknown,
with 6 = B when it is bad and 6 = G when it is good. The prior belief -common to every firm- that

the innovation is bad is denoted by §' = P(¢' = B) € (0,1).

Att = 0, firm i has three options: (i) implement the idea immediately d' = 1, (ii) discard it imme-
diately d = 0 and keep producing with the current technology, or (iii) spend time doing R&D to
gather information about the profitability of the idea before deciding whether to implement it or to
discard it. The firm’s decision to implement it or not is irrevocable. While conducting R&D, the firm

produces using the current technology and pays the instantaneous flow cost of c.

Firm i’s profits when the idea is not implemented, called regular profits, are 7t (0; 1), where u is
a parameter profile measuring competition intensity. When the firm implements its idea, firm i’s

profits are 7w'C (1; ) when the idea is good and 7’2 (1; 1) when it is bad.

The profit function must be understood as the equilibrium profits of a sub-game that occurs after

firms observe (d, u), where firms compete in the product market by simultaneously choosing prices,
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quantities, or any other strategic variable.! For this interpretation to be valid, we need to assume

that there is a Nash equilibrium selection in the product-market game that can be identified for every
(1)

Assumption 1. Foralli € Z and all y,
i) S (1) > mB(1;p).
i) 7 (0;u) —c > 0.
iii) For 0; € {B,G}, n;?"(l;y) < 0and 7t,(0; 1) < 0.

Part 1 says that the idea’s profitability, ceteris paribus, is higher when the state is good than when it is
bad. Part 2 establishes that firm i’s profits are positive while doing R&D. Part 3 defines more intense
competition as any parameter change that lowers firm i’s profits, independently of the realized state

and whether the innovation is implemented or not.

Example. First, let’s consider a Cournot game with linear demand a + bQ and constant marginal costs c’,
when the innovation is good, ci; when the innovation is bad, and ¢ when no innovation is adopted, with

¢ <o <y Letd = (...,d1,d*,.) € {0,111, where d’ = 1 when competitor i’ adopts the

. + il idi/ i/.,+ 17(11»/ i’ . .
more efficient technology available. Then 7t'% (d;, u) = %(a il :11 e i (dicy + (1 — di)cl)>.

In this case y = d~" or y = n.

We can consider the Perloff and Salop’s (1985) model with constant marginal costs as in the Cournot example.
In this case, u = d~" or  is the number of firms. Balmaceda (2020) shows that profits are decreasing in the
marginal cost of any firm since profits are log-supermodular in prices and marginal costs. If we adopt the type
11 extreme value distribution, y could be the shape parameter of the distribution, which captures heterogeneity

in consumer tastes.

The model assumes that the number of firms is exogenous. Thus, we are silent about the determi-

nants of market structure (e.g., entry costs) and factors that could trigger changes in the number

1See, Athey and Schmutzler (2001), Schmutzler (2013) and Boone (2000, 2001) for a similar reduced-form approach.
2The standard approach is to assume that there is a unique locally stable equilibrium profile in the third stage that depends

smoothly on investment and parameters. For instance, Milgrom and Roberts (1990) show that this holds for Bertrand’s
competition with differentiated goods, and Amir (1996) shows that this is the case for the Cournot game with fixed
marginal costs when the inverse of the demand function is log-concave. To get uniqueness, it is usually assumed that

product-market payoffs satisfy the well-known dominant diagonal condition in the corresponding strategic variable.
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of competitors (e.g., mergers). Because the primary purpose of our analysis is to understand how
product-market competition and R&D impact innovation, independent of what factors could explain

a change in competition, we chose not to endogenize the market structure.

A firm’s strategy is given by a tuple (7', d"), where T’ > 0 is the (possibly random) time firm i spends
conducting R&D, and di e {0,1} is the firm’s decision either to implement its idea (d = 1) or to
discard it (d' = 0).

Belief Updating Process: When the firm conducts R&D, it privately gathers information about the

idea and uses it to update its belief about its type.

To model the stochastic evolution of the belief process é;, we adopt the statistical experiment frame-
work from (Peskir and Shiryaev, 2006, Chapter VI, §21). Specifically, we consider a probability space
(Q, F,Ps, 6 € [0,1]), where the random variable 6 satisfies P(6 = G) =1 — and Ps(0 = B) = 4. As

the firm conducts R&D, it privately observes the evolution of a signal process X given by

W
X =0t4+—,
o
where W; is a standard Brownian motion under IP, and ¢ > 0 determines the signal-to-noise ratio of
the information generated through R&D. In this setting, a larger value of ¢ corresponds to a faster

rate of learning, and we refer to ¢ as the “speed of learning” parameter.

In this setting, under Bayes’ rule, the belief process ; = IP(6 = B | F}) is given by

6

0= ———=—,
T+ (1-64%
where %} is the likelihood process, defined as the Radon—-Nikodym derivative of Py with respect to

IP1, and satisfies

o )]

and F; is filtration generated by X;.

Applying It6’s lemma, we conclude that the firm’s information acquisition process causes its belief J;

to evolve continuously over time according to the following stochastic differential equation:
do; = 6 (1 —6¢) o dBy with initial condition Jy = 6, 1)

where B; = 0 (X; — fot Js ds) is a standard Brownian motion with respect to F;.
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The term 6;(1 — J;) reflects the idea that new information has a smaller effect on posterior beliefs
when the firm is more certain about the project’s type, that is, when J; is close to 0 or 1. Under
(1), we interpret F = (F;);>0 as the filtration generated by B;, and we define T to denote the set of
[F-stopping times.

3.2 Real-World Applications of the Model

The theoretical framework developed in this paper—where R&D is modeled as a sequential Bayesian
learning process under uncertainty, innovations are non-drastic and non-exclusive, and firms may
explore multiple correlated ideas—applies to several real-world settings where innovation is incre-

mental, competitive, and strategically responsive.

A classic example is the VHS vs. Betamax format war. In the 1970s and 1980s, Sony’s Betamax and
JVC’s VHS competed in the home video recorder market. The innovations were not mutually exclu-
sive; both formats coexisted for years, with firms updating beliefs about consumer preferences and
profitability through market feedback. The strategic decisions about standard-setting and licensing
reflected sequential experimentation, learning, and response to competition—key features captured

in our model.

In pharmaceuticals, particularly the development of SSRI antidepressants (e.g., Prozac, Zoloft,
Lexapro), firms engage in extended R&D processes under clinical uncertainty. Competing labora-
tories often pursue similar molecules sequentially or in parallel, with innovations differing in tolera-
bility or efficacy rather than rendering others obsolete. Clinical trials serve as information-gathering
stages where firms update beliefs over time. Moreover, failures or successes in earlier compounds
can inform decisions about whether to pursue related drug candidates—precisely the setting of se-

quential, correlated ideas.

Similarly, in the microprocessor industry, firms like Intel and AMD engage in repeated innovation
cycles. Each generation of processors is developed under uncertainty about technical feasibility and
market demand. Innovations are incremental and competing, with each firm observing its rival’s
progress and adjusting its own R&D intensity and launch timing accordingly. This dynamic reflects

both the leader-follower framework and belief updating mechanisms central to our model.

In consumer electronics, Apple and Android-based manufacturers (e.g., Samsung, Google) provide

another relevant context. Features like facial recognition, foldable displays, or custom chipsets are



ws adopted progressively across firms, often after observing market responses to early implementations.
17 Innovations are rarely drastic; multiple firms adopt differentiated versions of the same technological

s ideas, learning from each other’s experimentation outcomes.

199 A recent example is the development of COVID-19 vaccines. Firms such as Pfizer-BioNTech, Mod-
200 erna, and AstraZeneca pursued different platforms (mRNA, viral vector), each under significant sci-
200 entific uncertainty. Firms updated beliefs during phased clinical trials and adjusted R&D strategies
202 based on interim results, regulatory feedback, and competitor progress. The process involved mul-
203 tiple candidates, strategic timing, and correlated scientific approaches, matching the model’s core

204 assumptions.

205 Finally, the electric vehicle battery industry (e.g., Tesla, CATL, LG Chem) is characterized by ex-
206 ploration of competing chemistries (e.g., lithium iron phosphate vs. solid-state). Firms must decide
207 whether to continue investment in a given battery technology or switch to an alternative, based on
28 evolving data on safety, performance, and cost. As with other cases, innovations often complement
209 rather than displace existing technologies, and firms benefit from information spillovers while ad-

210 justing R&D trajectories dynamically.

211 These cases illustrate the broad applicability of our framework to innovation environments where
22 R&D is costly, uncertain, and dynamically shaped by evolving beliefs and competitive pressures.
213 Unlike winner-take-all models, the settings above emphasize partial substitution, sequential experimen-

214 tation, and strategic timing, features that are central to the contribution of this paper.

25 4 One Innovating Firm

26 4.1 The Firms’” Optimal R&D Strategy with One Idea

217 In this section, we derive firm i’s optimal R&D strategy. The firm’s optimal strategy solves:

00 . . . . ! .
218 sup { / e "t (dl]Englg(l;y) +(1- d’)nl(O;y)) dt —|—/ e " (0 ) — c)dt} (2)
(i deTx{01} (/™ 0
219 subject to
220 d(St = 5t (1 — (5) O'dBt and (50 = 5,
21 where [E;[-] is the conditional expectation operator given a belief 6. Specifically, Es[-] := (1 — ) ¢ + & r'B.
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To understand the equation above, notice that if the firm implements the idea at time 7, it gets an
expected flow payoff of [Es_ 7%, while if the firm stops conducting R&D and discards the idea at time
T, it gets a flow payoff of 7'(0; 1) thereafter. Thus, the marginal benefit of stopping and discarding
the idea is a flow payoff 7t/(0; ) — (7t/(0; ) — ¢) = ¢, and the marginal benefit of stopping and
implementing the idea at time 7 is a flow payoff Es7t®(1; 4) — (77'(0; u) — c). This is the incremental

value of innovation plus the R&D costs.

Observe that firm i’s expected payoff can be written as

! (70 ) = e+ By [ (@ (PP (1) = 7' (0 ) + ) + (1 — ') ) |)

r

— (0 = e+ B [er B (¢ (210 = 7O +0)+ (L= d)c) |])
= (7051 — e+ By e (¢ (B, m (1) — 7 (0p) + ) + (1= ) o) ] ).

where the second equality follows from the martingale property. From this, it follows that for given

stopping time T, d* = (7t (0; ) < Es, 7% (1; p)).

Let’s define the function V() as the maximum between the benefit from implementing the idea, i.e.,
the incremental value of innovation plus ¢ when the belief that the idea is bad is §, and the benefit

from discarding the idea, i.e., the R&D cost saving. Thus,
V(6) =: max {5fni3(1; 1)+ (1 — 8" 7iC(1; 1) — 7' (0; ) + c,c} . 3)
This is quasi-linear in § and independent of 7;, which makes the problem tractable.

Given the optimal decision d', firm i’s optimal stopping problem is given by

V(o) = Sitgar {IE5 [e’”iV(éfi)} } 4)

subject to

d(St = 5t (1 — 51}) U'dBt and 50 = 9.

Let’s denote the optimal solution to (4) by (™, d™).?

The solution to the firm’s problem involves partitioning the belief domain [0, 1] into a continuation

region, where the firm conducts R&D, and an intervention region, where the firm stops and selects an

3Tn the rest of this section, we omit the supra-index i when there is no risk of confusion since it is the only firm with an idea

to be implemented.
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optimal strategy d. Thus, the optimal stopping time 7 is either zero if the initial belief § belongs to the
intervention region or equal to the first exit time of the belief process J; from the continuation region.
From the continuity of the belief process and the fact that profits are time independent, it follows that
when é belongs to the continuation region, the optimal solution is defined by a pair of thresholds &

and §, with § < 6 < 4, such that T* = inf{t > 0: 6; ¢ (6,9)}.

The following is an immediate consequence of the definition of V(7).

Lemma 1. Forall y,

i) If ™B(1; ) — 7i'(0; ) > 0, it is optimal to implement the idea immediately (dy = 1).
ii) If S (1; ) — 71(0; u) < 0, then it is optimal to discard the idea immediately (dy = 0).
According to Lemma 1, the firm i’s problem admits a trivial solution in the cases considered in the

Lemma. For this reason, in what follows, we will restrict profits to those satisfying the following

condition.

Assumption 2. 7¢(1; 1) > 7' (0; u) > 7B (1; ).

This implies that when the idea is good with probability one, it is profitable to implement it. In
contrast, when it is bad with probability one, it is optimal to discard it right away. This assumption
can be interpreted as the innovating firm becoming the leader when the state is good (successful

innovation) and becoming the lagging firm when the state is bad (failed innovation).

We solve the optimal stopping problem (4) using a quasi-variational inequality (QVI) approach in-
troduced by Araman and Caldentey (2022). To this end, let us define the set of continuously differ-

entiable functions

C? = {f € C'[0,1] : f"(6) exists V5 € [0,1] \ N(f) for some finite set N(f) C [0,1]} (5)

and the operator H on 2
(Hf)(6) := %(72 2 (1=0)2f"(8) —rf(s), forallé € [0,1]\ N(f). (6)

Definition 1. The function f € C? satisfies the quasi-variational inequalities for the firm’s optimal stopping
problem in (4), if for all 6 € [0,1] \ N(f)

11
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(Hf)(6) <0 Qv
(F(8) = V(8)) (Hf)(6) =0. O

For every solution f € C? of the (QVI) conditions, we associate a stopping time 77 given by
Tp =inf {t > 0: f(&) = V(&)}.
Theorem 1. (VERIFICATION) Let f € C2 be a solution of (QVI). Then,
f(6) > V(5) foreveryd € [0,1].
In addition, if there exists a control Ty associated with f such that E[tf] < oo, then T¢ is optimal and

f(8) =V(9).

Proof: The proof of this and other results is relegated to the Appendix. [

According to the previous result, at optimality, the QVI conditions partition the interval [0,1] into
a continuation region where f(6) > V(6) and an intervention region where f(6) = V(). To find
a solution, we take full advantage that the payoff function V() is a piecewise linear continuous

function of ¢ € [0,1] and is independent of 7. Moreover, V(§) has only two linear pieces.

In the intervention region, the third QVI condition implies that V(J) solves (HV)(d) = 0, that is,

(6 (1-4))

. V'(8) —rV(5) = 0. )

The two independent solutions to this ODE are given by F(J) and F(1 — ¢) with

— 57 v/ 2
F(é)z(l(w_(sl) where’)/z1+ 1;—8r/a (8)
and the general solution to (7) is
V(6) = BoF(6) + B1 F(1—9), )

where B and B are the constants of integration, whose values are determined by imposing value-

matching V(6) = 1 and smooth-pasting condition V;(6) = 0 at § = 6.

12
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Let’s define the auxiliary function

(r=0) F(0) , (y+5-1) F1=9) o
P(5;5) = 4 BV F@) T @v D Fi-)) if  0<s<¥, o)

1 if 0 <6< 1.

This corresponds to the solution to equation (7) imposing value-matching and smooth-pasting at &
when regular profits are normalized to 1. Thus, V(6; ) is decreasing and strictly convex in § € (0,1)
for a fixed 5, which are properties that we use to derive the next result. Also, ﬁ(é ;0 ) increases with )

for a given 4.

This function is fundamental to understanding the problem because it captures the benefit of con-
ducting R&D. Its convexity indicates that the benefit of conducting R&D rises at an increasing rate

with the initial belief Jy, since a high prior belief indicates that the project has a low expected return.

The following result follows from the previous discussion.

Proposition 1. Suppose Assumption 2 holds. Then, firm i’s expected profit is given by %(ni(O; ) —c)+
V(8)), where

V() = 4 V(;6)c if 0 <<, (11)

c if <6<,

and the thresholds §* and 6* are determined imposing value-matching (V(8) = V/(8)) and smooth-pasting
(Vs(8) = V5(6)) conditions at § = §* and & = 6*, and satisfy

& < (M) = 7' (0 )/ (A (1) — P (1)) < 8",
The profit-maximizing strategqy (T*,d*) is given by

T =inf{t >0: 6 ¢ (6,0")} and  d* =U(6 < 5%).
The current belief is the only relevant information for firm i’s decision at each instant. The trajectory
of the belief is irrelevant due to the martingale nature of the updating process and the fact that the
objective function is quasi-linear and independent of t. This allows us to characterize the firm i’s

problem as an optimal hitting time with high and low thresholds, which are time-independent.

13
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When the posterior reaches the high threshold, it is profit-maximizing to discard the idea, whereas

when it reaches the low threshold, it is profit-maximizing to implement it.

Because the firm can stop R&D at any time, the incremental profits must be large enough so that the
firm is willing to keep conducting R&D instead of discarding the idea and getting the regular profits.
This occurs when the firm believes the idea is bad with a probability § € (8*,6%), as its expected
present value is lower than the present value of continuing to produce with the current technology
and saving R&D costs. This happens when the value-matching and smooth-pasting conditions are

satisfied. Otherwise, the firm could improve its expected profits (see, Figure 1).

Similarly, since firm i can implement its idea at any time, to keep the idea as an option and continue
conducting R&D, it is optimal for the firm to postpone its implementation. This occurs when the
firm believes the idea is bad with a probability 6 € (§*,6*)), as its expected present value from
producing with the new technology exceeds that from producing with the current technology. When
the firm stops, the posterior hits the low threshold, and implements the idea, the value-matching and
smooth-pasting conditions must be satisfied. Again, if this is not met, there is room for improvement

(see Figure 1).

Because waiting to get the return to the innovation and saving the cost of R&D when the idea is
implemented or saving the R&D cost when discarded is costly, when the prior is neither high nor
low (i.e. §* < & < %), the expected discounted profits upon reaching time ¢t < T* must be larger than
the maximum between Es7t(1; 4) — (71/(0; ) — ¢) and ¢ to compensate for the extra cost of keep

conducting R&D (see Figure 1).

We have shown that the optimal R&D strategy is constant; however, it is not memoryless in the
sense that at each instant the decision to continue or stop R&D depends crucially on the information

accumulated up to the instant before the decision is made.

We next provide a probabilistic characterization of the firm i’s optimal R&D strategy (7*,d*). The
result is based on the dynamics of the belief process J;, as detailed in Equation (1), the hitting time

representation of T* in Proposition 1, and Dynkin’s formula (see Jksendal, 2013).

Proposition 2. Suppose § € (8,8), then the optimal stopping has the moment generating function

(F(1—0) — F(1—9)) F(6) + (F(8) — F(5)) F(1 =)
F(3) F(1—0) — F(é) F(1 - )

Esle "] =
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Figure 1: firm i's expected discounted payoff V(J) as a function of the belief 5. The range of beliefs is partition into three
regions: (i) for 6 € [0,4*] the firm implements the idea, (ii) for 6 € (8*,6*) the firm conducts R&D and (iii) for § € [6*%,1] the

firm discard the idea.

, where F(6) is given in (8).

and satisfies Es[e”" " 1(6; = 6)] = ié?; ig : g : igg i& :f;;

The expected amount of time firm i spends conducting R&D is equal to

Efe] = () 8@+ (325 ) 80 —g0), where g(6) = 2020 (152)).

The probability that firm i implements its innovation and the probability that it does not are given by

- o
Ps(d*=1) = ;*_;* and  Pys(d*=0) = ;*_5(5*, respectively.

4.2 Comparative Statics: R&D and Competition

In this subsection, we study the effect of competition on the three different but related measures of
R&D. One is the difference between the high and the low threshold, 6% — 5*. Another is the probability
that the idea is implemented. The other is the expected amount of time the firm spends conducting
R&D.

To get the optimal (J, J), we use the value-matching and smooth-pasting at 6 = ¢. This means that

(4, 6) solve the following equations
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V(&:6)c = omP (L) + (1= ) (L) — ' (0 ) + ¢ (12)

and
V5(8;8)c =r'® (1, ) — m'C(1; ) (13)

The value matching captures Arrow (1962). He showed that firms’ incentives to invest in R&D are
driven by the incremental value they obtain from an innovation. For the instant ¢, the firm ceases
conducting R&D when its instant return from R&D equals the expected incremental value of innova-
tion, which is the innovation’s expected profits, evaluated at the current belief, minus the profits that
the firm earns while conducting R&D (regular profits minus R&D costs). Because V(8;5) rises with
6, the larger the incremental value of innovation, ceteris paribus, the higher is J, i.e., the smaller the

rejection region.

Smooth-pasting indicates that the firm stops doing R&D and implements the innovation whenever
the change in the incremental value with the belief that the state is bad equals the marginal value gain
from improving its information by spending a instant more conducting Ré&D. Because V(4;4) falls
with §, the higher the marginal increase in the incremental value 7w'¢(1; ) — 71'8(1; 1), the stronger
the incentives to implement the innovation. Holding § constant, this means a larger J, i.e., the larger

the acceptance region.

The first measure of competitiveness we consider is the regular profits, i.e., profits the firm makes
while conducting R&D or when the idea is discarded, which is given by 7/(0; u). For instance, if
competitors are identical and compete in prices, firm’s profits should be zero when it does not in-
novate. If they compete in prices with differentiated goods, this should be positive and large when
goods are highly differentiated. Thus, we assume that the more competitive the market under the

current technology, the smaller the regular profits.

As argued by Arrow (1962), when a firm innovates, it cannibalizes its profits. Thus, when the firm in-
novates, it replaces 7t'(0; ), i.e., the profit the firm makes with the current technology, with 7% (1; 1),
i.e., the profit the firm makes with the new technology. The larger the regular profits, the lower the
incremental value of the innovation. Thus, the Arrow’s replacement effect implies that R&D should

fall as 7t (0; u) rises.

Proposition 3 (Arrow’s Replacement Effect).
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i) 6*, 6%, and & — §* fall with 7t (0; ).
ii) The probability that the idea is implemented falls with 7' (0; ).

iii) Bs[T*] falls with 7' (0; ).

An increase in regular profits, i.e., the less competitive the pre-innovation market, decreases the in-
cremental value of innovation. On the one hand, this implies that the cost of discarding the idea falls.
Thus, ¢ falls. On the other hand, the cost of conducting R&D is smaller since, while doing it, the firm
gets higher profits. Thus, J falls. Because V falls with 6, rises with §, and f/ég < 0, the first effect dom-
inates and § — ¢ falls. This implies that the innovation is implemented less often and, on average, the
firm conducts R&D for a shorter expected time. A consequence of this is that the decision is made,

on average, with less information regarding the quality of the idea being researched.

This confirms the existence of the Arrow’s replacement effect and reveals a new phenomenon: the

quality of information gathered also decreases on average as regular profits rise.

Next, we examine how our R&D measures are influenced by competition intensity, as measured by
u. This exercise differs from the preceding one in that competition intensity lowers both regular
profits and those from innovation. Consequently, more intense competition may either increase or
decrease the incremental value of innovation. Thus, more intense competition results not only in a
replacement effect but also in a reducing-profitability effect. Furthermore, an increase in y changes
iB _

the marginal change in the incremental value 7 7'®, which modifies the firm’s optimal choice of

4, holding é constant.

In the rest of the paper, we will focus on the following case

Assumption 3. Forall y,

iG i iB
T, > us > T,

This indicates that competition decreases the marginal loss in the incremental value due to an increase
in the belief the state is bad. Additionally, regular profits are less affected by competition intensity
than those from a failed technological innovation or the introduction of a poorly developed product.
In other words, the more intense the competition, the less affected the leadin firm is, and the more
affected the lagging firm is. The former means that, holding é constant, J rises, i.e., the firm is more

inclined to implement the innovation, since in a more competitive environment the profit loss in the
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good state is smaller than that in the bad state. In the case of linear Cournot, this holds when y = n

and holds with equality when p =d_;.

Proposition 4 (Competition Intensity). Suppose that Assumption 3 holds.

i) If
&ml+(1-0")m —m, <0, (14)
then (6*,0") and Pyz(d* = 1) fall with u. Otherwise 5* rises with u, §* falls with it, and there is
threshold for the prior belief 6, € (8*,6*) such that Ps(d* = 1) falls with u whenever 8, < &y and rises

otherwise.
it) &% — 8 rises with u.

iii) Bs[T*] rises with .

The following observations are key to understand this result: V(6;5) rises with § and falls with §;

V(6;5) is convex in § and submodular in (4,§); and %(@ 5) + Vss(8;6) > 0.

The first says that when a more intense competition intensity rises the incremental value of innova-
tion, the firm is less likely to discard the project, i.e., holding ¢ constant, J rises, and more likely to

implement the project, i.e., holding J constant, ¢ rises, since 77’8 — 771G falls.

The second means that the marginal benefit from carrying R&D, holding é constant, decreases at a
decreasing rate with ¢, and the marginal benefit of increasing the low threshold below which the idea

is implemented decreases with the high threshold above which the idea is rejected (6).

The third part says that the impact of an increase in § on the marginal return to information at the
threshold where the innovation is implemented dominates the effects of an increase in § on that. This
is referred to as the dominant diagonal condition due to its parallelism with the standard dominant

diagonal condition.

On the one hand, because increased competition intensity lowers regular profits, the replacement
effect result derived in Proposition 3, implies, ceteris paribus, that the firm implements the idea more
frequently and, on average, increases the time conducting R&D. On the other hand, an increased
competition intensity decreases the expected profits from implementing the innovation. This implies

that discarding the innovation is more attractive and implementing it is less appealing.
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Provided that the marginal change in the incremental value with the belief that the state is bad falls
with competition, when the expected incremental value of innovation decreases with the intensity of
competition, the profit-decreasing effect dominates the replacement effect. Thus, the high and low
thresholds and their differences fall, as does the probability that the innovation will be implemented.

This occurs because of the dominant diagonal condition.

When the incremental value of innovation rises with competition intensity, countervailing forces
are at work. On one hand, 7' — 77'C falls, which, ceteris paribus, provides the firm with stronger
incentives to implement its innovation. On the other hand, the incremental value of the innovation
rises, which implies the firm tolerates more bad news before discarding the project. The proposition
proves that the first effect prevails when the prior is lower than a specified threshold, as the expected

benefit of learning good news is higher in this scenario.

The time spent conducting R&D rises as competition intensity increases due to the convexity of the
option value of it. Convexity implies that the marginal benefit of acquiring information for an instant
rises as 0 falls. Thus, the firm’s marginal benefit from doing R&D rises as it sets a lower threshold to
implement the project. Because V(¢;8) is submodular in (4, §), the decrease in ¢ pushes the return to

discard the idea more often down.

Thus, a-priori, the relationship between competition and R&D when this is measured by the prob-
ability of implementing the innovation is ambiguous and depends on whether more competition
increases or decreases the incremental value of the idea evaluated at the optimal hitting times, as
shown by Arrow (1962). However, it also depends on how the marginal change in the incremental
value with the belief that the state is bad varies with the intensity of competition. Under the assump-
tion that this falls with competition, when the incremental value decreases due to competition, the
relationship is negative. In contrast, when the incremental value of the innovation more than com-
pensates for the value loss of regular profits, the relationship is positive when the probability that the
idea is bad is large and negative otherwise. When R&D is measured by the expected time conducting
R&D, the relationship is always positive, i.e., as competition intensity rises, the firm conducts R&D
for a longer expected time. Thus, on average, as competition rises, the firm wishes to make a more

inform decision.

The empirical evidence indirectly confirms the theoretical ambiguity in the relationship between
competition and innovation. Studies such as Baily et al. (1995), Blundell et al. (1995), and Nickell

(1996) find a positive association between competition and innovation, while Aghion et al. (2005)
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document an inverted-U relationship in U.K. manufacturing. In contrast, Hashmi (2013) reports a
negative relationship in U.S. data and attributes the difference to a lower degree of technological

neck-and-neck competition compared to the U.K.

Other studies highlight the heterogeneity of innovation responses. Beneito et al. (2015) show that
product substitutability and entry costs raise process but lower product innovation, while market
size boosts both. Kretschmer et al. (2012), using data from the French automotive sector, find that
increased competition lowers process but raises product innovation, emphasizing the role of scale
effects. Goettler and Gordon (2011), analyzing AMD-Intel rivalry, find that while competition slowed
innovation, it enhanced consumer welfare via lower prices. Finally, Hashmi and Biesebroeck (2016)
finds that in the automobile industry, entry—particularly by high-quality firms—reduces innovation

within individual firms but increases industry-wide innovation due to increased diversity.

Overall, these findings highlight that the impact of competition on innovation is context-dependent,

shaped by market structure and innovation type, and the measure of competition intensity used.

4.3 One Innovating Firm with Two Ideas

In this subsection, we extend our previous analysis by considering the case where the firm, after
discarding the initial idea, can explore a second idea whose stochastic process is correlated with that
of the initial idea. The goal is to study how having correlated ideas that can be explored sequentially
affects the firm’s incentives to conduct R&D in the earlier idea. This fits well the case in which
R&D reveals that the path being investigated was not as good as previously thought, and thus it is
worth abandoning it and following a different path, although the path followed provides relevant

information.

Let’s assume there are two ideas, denoted by a and b. First, the firm decides whether to discard,
implement, or carry R&D on idea a. After a decision is made, the firm can carry R&D in idea b

whenever it chooses not to implement idea a.*

Letj € {a, b}, 0; € {B,G}, and d; = 1 when idea j is implemented, and d; = 0 when rejected. Profits
are given by 7% (d;; ;1) and satisfy the following:

“Tmplicitly, we assume that the cost of running two parallel R&D processes is infinite. This could be due to limited financial

resources, a limited number of scientists or labs, or legal and technical constraints.
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Assumption 4. For (d,,0,) = (dy,0y), 0% (dg;u) = % (dy; u), and 7' (1; ) > 7' (0; u) > 7B (1; ).

Thus, the profits from ideas a and b are identical in each state.” However, they differ in their stochastic
process as specified below. Thus, we focus only on the information aspect of the learning dynamics

when there are two ideas, and not on the impact of differences in profitability between them.

Let 7y = P( = 1| Gi) denote the firm's belief that the idea b is bad after conducting due diligence
for t time units. The SDE governing the R&D in idea a is given by that in equation (1), whereas the
SDE governing the R&D in idea b is as follows

dgp=n (1 —n)dAy and Ay =0 pBi+ 0y 1/1 — p?Ct, and 79 = 1 otherwise. (15)

where By and C; are two independent Brownian motions. Thus, A; and B; are correlated with corre-
lation coefficient p € [—1,1] and G; denote the usual filtration generated by A;. Let T be the set of
stopping times regarding G. We will naturally require 7, € T and d;, € G.

Let’s define the function
V() = max {n7® (1) + (1= ) (Lp) — 70 0) + e}

The firm’s optimal stopping problem when researching idea b is given by

subject to

dye=m (1 —n) (cpBe+0p4/1—p?>Ct) and 19 =1.

According to the verification theorem, at optimality, the QVI conditions partition the interval [0, 1]
into a continuation region where f (1) > V() and an intervention region where f(n) = V(). To find
a solution, as in the preceding subsection, we take advantage of the payoff function V(#) being a

piecewise linear continuous function of # € [0, 1] with only two linear pieces.

In the intervention region, the third QVI condition implies that V(1) solves (HV) (1) = 0, that is,

(o(p) 1 (21 — 1)) V'(n)—rV(y) =0, (16)

5This assumption is not needed, but it simplifies the notation and the algebra.
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where 0(p) = 0?p? + ¢ (1 — p?).

Thus, this problem has the same structure as the one we solved in the last section. The solution, is
(dp, ) and a cutoff strategy (7, 7) with parameter (o) instead of o. Observe that (7, 77) satisfies the
value matching condition V(77)c = 1 and the smooth-pasting condition is V;(7)c = 0. The solution

to these equations is denoted by V(1; 7, ).

The equilibrium profit is given by 1I1(1; dq, 6,), with I1(17;da, 0,) = (1 —d,) (7' (0; 1) — c + V(11;0)) +

d,m% (1; u), where
P (L) + (1= (Lp) - (Ou)+c i 0<p<y",
V(n;0) = { V(y;77,0)c it o<y <, (17)
c if 7 <n <1,
and
(v()=7) E(p) | (Wp)+7-1) F-g) -
N —L 2 if 0<n <,
Vg, p) = 4 GO~ Fo) T @)1 FI-n) =1 (18)

1 if g<p<l

The profit-maximizing strategy (7;,d}) is given by
7 =inf{t>0:1 ¢ (E*'ﬁ*)} and dy = (1 <n%).

The intuition behind this result is identical to that for the case where the firm has only one idea.

Therefore, we will not discuss it further here for the sake of brevity.

The next proposition follows from Proposition 4 and because ]7(17 ;7,p) rises with the correlation

coefficient p.

Proposition 5. If 02 — o7 > 0, 7%, y*, 77* — yy*, and P, (d}, = 1) rise, and [E[1}] falls with p.

This says that if the signal-to-noise ratio of the idea b’s process is smaller than that of the idea a’s
process, then as the correlation between the processes rises, the speed of learning, as measured by
v(p), rises, which means that less time, on average, should be required to gather the same infor-
mation quality. Consequently, the high and low thresholds and their difference increase since each
experimental instant brings more information. Thus, the firm is more likely to implement the idea
and less likely to reject it, and spends, on average, less time experimenting. The opposite occurs if

learning takes place at a faster pace under the latter idea than under the earlier one.
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The firm’s payoff in period 0 is
Ta )
IET;,,WS eirT”H(ﬂ;da/ Ga) +/ eirt(ﬂ'l(o;]ﬁ — C)dt .
0

From time zero to the time the firm stops exploring idea a, the firm gets its regular profits minus the
cost of R&D. After that, if the firm implements the idea, it gets the benefit of implementing innovation
a. If it does not implement it, the firm gets the regular profits minus the R&D costs while conducting
R&D in idea b. Finally, after the firm stops conducting R&D in idea b, it benefits from idea b when

implemented, and from regular profits otherwise.

Let’s define the following function
V(8;0) = max {7 (1) + (1= )7 (1;1) — 7(0; 1) + ¢, V(i) }-
Given the optimal decision d, firm i’s optimal stopping problem at time zero is given by

V(5;p) = sup {Es [e7"™V (64,;1,0)] } (19)

subject to

d(St = (St (1 — 5t> O'dBt and (50 =J.

Solving the SDE that result from the QVI conditions by imposing smooth-pasting and value-matching

at & = 4, gives rise to the following auxiliary function

This is decreasing and strictly convexin § € (0,1) for a fixed &, which are properties that we use to

derive the next result. Also, 17((5 ;8) increases with § for any given 6.

The following result follows from the previous discussion and Proposition 1.

Proposition 6. Suppose Assumption 2 holds. Then, firm i’s expected profit is given by *(7'(0; u) — ¢ +
V(6;1)), where

SB(Lp) + (1= 8)mC(Lp) — A (Ou)+c if  0<5< 8,

V(6;1,p) = S V(5;5)V(1; ) if <<, (21)
V(n;p) if M <s<1.
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and the thresholds 5 and 5* are determined imposing value-matching and smooth-pasting conditions at § = §*

and 6 = &6*. The profit-maximizing strateqy (t7,d%) is given by

TF=inf{t>0: 6 & (6%,6%)}  and  dj =1(6 < &).

The value-matching and smooth-pasting conditions that determine (4, §) are given by

~

V(5:8)V(i;0) = 67 (1 1) + (1= 8) 7' (1; ) — 70 (0; ) + ¢ (22)
and
Vs(8:8)V(;0) = mB(1; 1) — S (L), (23)

where is given by equation (17).

Because V(1;p) rises with p whenever 0 — 02 > 0, the opportunity cost of experimenting for a

longer period of time falls with p, and that of implementing idea rises with p. Thus, we deduce the

next result from this and Proposition 4.

Proposition 7. Suppose that y* < n < i*. If 0> — o} > 0, 8*, 8", * — 6%, and P(d* = 1) fall and E[7}]

rises with p.

Thus, having a pool of ideas whose learning dynamics are correlated induces the firm to increase
its expected time conducting R&D and to implement its first innovation less often when the speed
of learning is higher for the earlier idea. This happens because as the correlation rises, the firm’s
expected profits of the second idea are higher and the information gathered by conducting R&D in
the first idea is more informative when screening the second one. Thus, having correlated ideas that
can be researched sequentially changes the earlier R&D strategy in the direction of intensifying it

when the earlier idea provides more information per unit of time than the later idea.

5 Two Innovating Firms with One Idea Each

In this section, we discuss the case in which two firms, denoted by 1 and 2, each have an idea they
want to implement, but before doing so, each may engage in R&D. This is done sequentially. We call

the first to conduct R&D, the leader and the second, the follower. Furthermore, we assume that there

24



569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

are no patents and no leapfrogging. Thus, a successful innovation by the follower does not render
the leader’s technology obsolete, nor does an innovation by the leader fully preempt the innovation
by the follower. However, successful innovations decrease the competitor’s profitability, while failed
innovations have the opposite effect. Thus, a priori, innovation by the leader may induce the follower

to respond more aggressively or more submissively.

We assume that firm 1 (the leader) engages in R&D first and firm 2 (the follower) does so after ob-
serving firm 1’s decisions and the outcome of its innovation when implemented, i.e., if the innovation

was good or bad.®

Let 6 = (01,62) and d; = 1 when firm i implements its idea, and d; = 0 when discarded. Profits
are given by w0 (d;, dy; ) and satisfy the following: 790, dy; U = % (0, dy; u) for 0, € {B,G},
0 (d;, O;u) = i (d;, 0;u) for 6; € {B,G}, and 7% (0, O;u) = 7 (0, 0;u) for all @ € {B,G}2. In short,

the state matters only when the corresponding innovation is implemented.

We assume the following.

Assumption 5. Fori € {1,2},

i) For0; € {B,G}andd; € {0,1}, m%B(d;, 1, u) > 7% (d;,0;u) > 7%C(d;, 1; ).

ii) For _; € {B,G}, m'S%i(1,1;u) — 7'C(1,0; ) > m'%-i(0,1; ) — 7' (0,0; ) > 7'BO~i(1,1;u) —
B (1,0; ).

iii) 77¢(0,1; 1) > 0.

Part i) establishes that firm i has negative externalities on the competitor when it implements its inno-
vation, and the state is good, and positive externalities when the state is bad.” Externalities can arise
from technology spillovers, knowledge sharing, and/or incomplete appropriability, which may in-
crease/decrease the productivity of other firms operating in similar technology areas. Alternatively,
strategic spillovers may reflect product-market interactions that create an indirect link between firms’

investment decisions through their anticipated impact on product-market competition.

6We can consider the follower to be an entrant, who enters after the leader has made its decision and the state has realized.

However, in this case y cannot be the number of firms.
7Externalities have been discussed in works such as Bloom et al. (2013), Lopez and Vives (2016), and d’Aspremont and

Jacquemin (1988).
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Part ii) is the equivalent of assumption 3 when y = d_;. This assumes that when a competitor
innovates, a firm’s profits fall less when its innovation is successful than when it is not, regardless of

whether the competitor’s innovation was successful or not.

Part iii) establishes that when firm i’s competitor succeeds at innovating and firm i discards its inno-
vation, its profits are positive. This ensures that the expected profits when discarding the innovation
are positive for any prior belief about the potential success of the innovation. Otherwise, there could

be priors (61,92) such that firm i may prefer to exit the market.
Firm 2’s objective function is

V(03;dr, 01) =t max { &7 (1,di; r) + (1= &) (1, i ) — 72 (0,disp) +c,0f . (24)
and its optimal stopping problem for the leader’s first-period state 6; € {B, G} and decision d; €
{0,1} is given by

V(62) =: sup {E, [e7 "™V (62ry;d1,61)] }

7eT

subject to

d(Szt = (52t (1 — 52t) O'At and (520 = (52.

Let (6,(d1,601),62(d1,61), 12(d1,61),d2(d1,61)) be firm 2’s optimal thresholds, optimal stopping time,

and optimal decision when firm 1’s decision is d; and the realized state is 87, respectively, where
To(d1,01) =inf {t > 0: 6y & (85(d1,01),02(d1,61))} and dy(d1,01) = W(0pgy (4 0,) < 02(d1,01)),
and

&y(d1,61) < (72O (1, dy; p) — 7220, da; ) / (7220 (1, d; ) — 2P0 (1, dv; ) < 8a(dh, 1)

For each (0y,d;), firm 2’s optimization problem is the same as the one firm i faces when it is the
only innovating firm with one idea. Thus, the results derived in Section 4 apply directly to firm 2’s

optimal-stopping problem for each possible pair (d1, 61).

The value-matching and smooth-pasting conditions V(8,) = 1 and Vs,(8,) = 0 determine the in-
tegration constants that solve the SDE that arises from the followers” optimal stopping problem.

Furthermore, the value-matching and smooth-pasting at (8, (dy,61), 52(dq,61)) are given by

V(85 (dr, 61); 82(dv, 01))c = 8,2B% (1, dy; ) 4 (1 — 8,) 72C0 (1, dy; ) — 021(0,dy; ) + ¢
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and

95(é2(d1/91);52(d1/91))c = 7-[2391 (1/ d]/,u) - 7T2G91(11 dll]/l)

The value-matching and smooth-pasting conditions determine how the follower’s optimal R&D
strategy responds to the leader’s innovation. Clearly, if the leader’s innovation increases the fol-
lower’s incremental value of innovation, the follower responds by decreasing the rejection region.
Because of Assumption 5 part ii, the change in the incremental value with ¢; falls with the leader’s
innovation, which means that the follower chooses a larger acceptance region. If it falls more when
the leader’s state is bad than when it is good, the acceptance region is larger when the leader’s in-
novation is bad than when it is good. This happens when 71%(1,1; 1) is submodular in 6 and the
opposite when it is supermodular in 6. Thus, there are counterweighing forces when the leader’s

state is good. Also, when the incremental value decreases and the state is bad.
We deduce the following result from this and Propositions 3 and 4.

Proposition 8.

i) If7'c29(1, 1; u) is submodular in 6 and

&P (L, 1) + (1= &) w0 (1, 1 ) — (0, L) =
&P (1, 1) + (1= 8) P (1, ;) — P(0,1; o),

then 5,(1,G) > 5,(1,B)) and 6,(1,G) < 8,(1, B).
ii) If 79(1,1; u) is supermodular in 6 and

5,m*BC(1,1; ) + (1= 8,) (1, ;) — 129(0, L; ) <
51,15 0) + (1 - 8)72 (1, 1) — 720,13 p),
then 5,(1,G) < 5,(1,B)) and 6,(1,G) > 8,(1, B).
iii) If
&P (1,1 ) + (1= &) ¢ (L, L) — °¢(0, L )
<8y (1,0:4) + (1~ 8) 720 (1,0 1) — 720,033
<6, (L, L) + (1 6,) (L, L) — m*P(0,1; ),

then ﬂjg(dz(l, G) = 1) S H’5(d2(0,91) = 1) S ]P(S(dZ(].,B) = 1)f01’ 91 € {B, G}
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When the leader and the follower implement their innovations, i.e., d = (1,1), and the follower’s
profits are submodular in the state 6 and the incremental value of innovation is larger when the
leader’s state is good, the follower is more likely to implement its innovation and conducts, on av-
erage, more R&D when the leader’s innovation is good than when it is bad. This happens because
the competition intensity faced by the follower is lower when the leader’s innovation succeeds than
when it fails. When profits are supermodular in 6 and the incremental value ranking is reversed, the

opposite happens.

The last part establishes conditions for the follower’s probability of innovation to be larger when the
leader innovates and its state is bad than when the leader does not innovate, and this is larger than
when it innovates successfully. The conditions are: i) the follower’s marginal profits across states
from innovation when the leader innovates and its state is good fall more than the profits when it
does not innovate and these are lower when the leader’s state is bad; and ii) when the marginal de-
crease in the incremental value with J, is smaller when the leader innovates and its state is good
than when the leader does not innovate, and this lower when the leader innovate and its state is
bad. Thus, the leader’s innovation has a preemptive effect when its idea is good and an encouraging
effect when it is bad. This last effect is not present in winner-takes-all markets, as a successful inno-
vation renders competitors” potential innovations useless. Additionally, this effect is not considered
in models that do not account for the possibility that not only the innovation but also the realized

uncertainty determines whether the firm is leading, lagging, or neck-to-neck.

Firm 1’s expected profits are

E+, 4,66, V et (dl m'(1,d5(2,601)); ) + (1 — d1) (0, d(0, 91):#)) df} +
T1+T2(d1,9])

T+ 72 (d1,01)
E, 60,01 { / et (dlnwl(l, 0; ) + (1 —dp) ' (0,0; y)) dt} +

T

/Tl e "t (' (0,0; ) — c)dt.
0

From the initial time to the time the leader stops R&D, it gets its regular profits minus the cost of R&D.
After that, if the leader implements its idea, it gets the benefit of its innovation while the follower is
producing with the original technology, which occurs between 7; and 71 + 2. The leader gets the
regular profits when it does not implement its idea. Finally, after the follower stops conducting R&D,
the leader obtains the expected profits when d; is chosen and the follower chooses d,. When the

follower implements its idea and it is good, the leader’s expected profits drop; conversely, when the
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follower’s innovation turns out to be bad, the leader’s profits increase.

Let’s define the following function
R(61) = max { Eqy a0, | 016~ 208 (15 (1, d(1, B); 1) — 2B (1,0; 1)) + 7'B(1,0;0)) +
(1—01)e 20O (71602(1,dy (1, G); ) — 716 (1,0; 1)) + 7€(1,0;)) — 1 (0,0; ) + c},

Exp0 [ 0% (0, d2(0,G); ) — 70, 0;0))] +c.

Firm 1’s optimal stopping problem at time zero is given by

R(41) = sup {Es, [e™R(615,)] } (25)
e

subject to

d(51t = 511‘ (1 — (5”) O'dBt and (510 = (51.

In the intervention region, the third QVI condition implies that R () solves (HR)(d1) = 0, that is,

(0'(51 (1 — (51))2

5 R (61) — rR(61) = 0. (26)

The two independent solutions to this ODE are given by F(d;) and F(1 — 6;) with

1-61)" 1++v1 2
F(é) = % where v = +Vi+8r/o (27)
5" 2
and the general solution to (26) is
R((Sl) :AOP(51)+A1 P(l—(sl), (28)

where Ap and A; are the constants of integration, whose values are determined by imposing value-
matching R(4;) = 1 and smooth-pasting condition Rs(é;) = 0 at §; = &;. The smooth-pasting
condition being equal to zero follows from the fact that the payoff from discarding the innovation
is independent of 0 since the follower’s utility is independent of the realized state for the leader’s

innovation when the leader does not innovate; that is,

By iy, 67" 206 (771(0,d2(0, G); 1) — 771(0,0; 1))] = By [ 2B (721 (0,d2(0, B); ) — 71 (0,0; p))].
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This gives rise to the following auxiliary solution

+(y+a -1 s i 0<s<d,

5.\ E@1)
(’Y - 51) F((i)
1 if o <s<1

7?,(51; 5) = (29)
This is decreasing and strictly convex in é; € (0,1) for a fixed 51, which are properties that we use to

derive the next result. Also, 7@(& ;81) increases with 4; for any given 4.

The following result follows from the previous discussion and Proposition 1.

Proposition 9. Suppose Assumption 2 holds. Then, firm 1's expected profit is given by L(7'(0,0; ) — c +
R(5;71)), where®

;

Ex, 4,656 [e_rTZ(Lel) (71’19(1,612(1, 91);7/‘) — 't (110;.7/‘))] +

if 0<58<4y,
71191(1,0;;4) — nl(O, O;u)+c

R(51;52,p) = A _ . T
R(61;01) (Brpay 5, [67" 200 (71%2(0,d2(0,G); ) — (0,0, 1)) +¢) if 6 <& <3F,
Evy 4,6, [e 7" 206) (7%(0,d2(0, G); ) — 71(0,0;1))] + ¢ if 6 <6<1,
(30)

and the thresholds 67 and &5 are determined imposing value-matching and smooth-pasting conditions at § = 67

and § = 5% The profit-maximizing strategy (ty,d?) is given by

T =inf{t > 0: 0y & (61,67)}  and  di = 1(é1c+ < 67).

Thus, facing competition by a follower does not change the structure of the leader’s R&D strategy.
It is still optimal to use a two-cutoff strategy since the profits are still quasi-linear, the updating is a
martingale, and the payoffs in each state are independent of the time spent doing R&D. However,
both the payoff from discarding and implementing the idea are different and depend on what the
follower will do. If the follower does not implement its innovation, payoffs are the same as when
the leader faces no competition. In contrast, if the follower implements its innovation with positive
probability, the leader’s payoff from both implementing and discarding its innovation decreases.
However, a closed-form solution is unavailable, making it challenging to compare firm 1’s optimal

R&D strategy across different scenarios.

8We could replace E-, 5, [e*rTZ(O'G) (7‘(192(0, dy;p) — 7(0,0; 1)) + c| by Eqp, [e*”ﬂO/B)(nlez(O,dz;y) — (0, 0u)) + ]
without modifying the result because their values are the same since when firm 1 does not implement its innovation,

which firm 1’s state realizes is irrelevant.
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The value-matching and smooth pasting conditions that determine (§;, ;) are given by

R(0038) ey [e 209 (71%2(0,da(0,G)i ) — (0, 0530)] + )], _, = @
<IET2,d2,52,51 [e_rTZ(Lel) (”19(11 d2(1,01); ) — 7-[161(1/ 0;,”))] +
(1,0, + (1= 81)'C(1,0;0) — 7' (0,0;1) + ) |
and
Rs(01;61) (Ery a5, [0 (711%2(0,d2(0, G); 1) — 7 (0,0; )] +c) |51:g = (32)

(IETZ,dZ,(SZ [ =B (B0 (1, dy (1, B); ) — ' (1,0; )] + 7B (1,0; ) —

Eny iy e 209 (119 (1,da(1, G ) — 7'S(L,0;10))] — 7O (1,0:0)) |,

To understand the impact of competition is illustrative to write these equations as follows

E-, 4, 5, [ Incremental Value of Innovation]|

R(6 :01) =
(9101) E-, 4, 5, Incremental Value of Regular Profits]|

~ _ E Change in Incremental Value with ¢
R5 (51; 51) _ TZ/d2/52 [ g 1]

E-, 4, 5, | Incremental Value of Regular Profits|

The right-hand side of the value-matching and smooth-pasting conditions has all the relevant infor-
mation to know how the leader’s R&D strategy changes because of the presence of an active follower.
The follower’s implementation decision not only impacts the incremental value of innovation and its
marginal value change with d;, but also regular profits, referred to as the incremental value of regular

profits.

Arrow (1962) argues that a leader has less incentive to invest in R&D than a follower, as a leader’s
innovation cannibalizes its existing rents. When the follower implements its innovation and its state
is good, the value cannibalized is smaller than that when the follower does not innovate. The oppo-
site happens when the follower’s realized state is bad. Holding the incremental value of innovation
and its change constant, this means that the leader has an incentive to choose a higher d and a lower

J whne the state is good and the opposite when the state is bad.

When the follower implements its innovation with positive probability, the leader’s incremental
value and its marginal change increase when the follower’s state is bad, and decrease when it is
good. Thus, the total effect depends on the prior belief that the follower’s project is good. In contrast
to Gilbert and Newbery (1982), who show that the leader has more incentive to invest in R&D than
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a follower, since the leader’s profit loss of sharing the market is larger than the follower’s gain.” In
our setting, this is not necessarily the case since our innovating leader is not a monopoly; it faces
competition from at least n — 2 lagging firms, and the outcome of innovation depends on the realized
state in such a way that when the bad is realized, it is prejudicial. Thus, in our case, the leader could
have less incentive to innovate. This is because the leader’s profit loss from sharing the market with

a successful follower could be either smaller than the follower’s gain.

When the ratio on the RHS of the value-matching condition rises with the follower’s probability of
implementing its innovation and the RHS of the smooth-pasting condition falls with it, competition
by the follower increases the probability that the leader implements its innovation and shortens the
expected time conducting R&D. The opposite happens when RHS of the value-matching conditions
falls and that of the smooth-pasting condition rises with the follower’s probability of implementing

its innovation.

Let the probability that the leader implements its innovation when facing competition by a follower
be Ps, (d1 = 1|0,). We deduce the following result from Propositions 3 and 4 and by comparing the
value-matching and smooth-pasting conditions for the solo innovator with those when there is an

active follower.
Proposition 10. Suppose that 6, € (67,07). If
Eg, s [ 200 P(da(1,01) = 1) (7(1,1;10) — 7 (1,0 p)) >
1t ¢ Eqy [e 09 P(da(0,G) = 1) (% (0, ;1) — (0, 0; )
and
Eg, [e " 2B P(dy(1, B) = 1) ('5%2(1, 1, ) — 7'B(1,0;)) <
Eg, [e7 M IP(dy(1,G) = 1) ("% (1, ;) = 'O (L,0; ),
Then, Py, (d1 = 1|62) > P, (d1 = 1). Otherwise, Ps (d1 = 1|62) < Py, (dy =1).
When the leader faces a competitor that innovates with positive probability, the leader’s profits in
each state fall. However, the impact of having a competitor depends on the impact of its innova-

tion on the leader’s regular profits, i.e., the expected profits the leader would receive if it did not

implement its innovation, and the impact on the leader’s incremental value of innovation.

9Because monopoly profits are usually larger than twice the duopolistic profits (7" > 27t ), the leader’s profit loss from

becoming a duopoly 71" — i is larger than the follower’s value of innovating 7%
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The first condition ensures that the incremental value of innovation is larger when the leader faces a
follower than when it is the solo innovator. The second establishes that the profit gain from transi-
tioning from a good state to a bad state when facing a follower is larger than when it does not face
one. Thus, the leader benefits more from innovation when facing a follower than when it is the sole

innovator.

Thus, when the leader’s incremental value when the follower implements its innovation is larger
than when the follower does not implement it, the leader implements its innovation more often and
conducts, on average, less R&D. Otherwise, the opposite happens. Hence, the relationship between
competition and R&D depends on the impact that the follower’s innovation has on the leader’s in-
cremental value of innovation and its marginal change, and on its regular profits, and the effect that

the leader’s innovation has on the follower’s decision to implement its innovation.

Concerning the empirical evidence about the underlying mechanism studied here, Igami (2017) stud-
ies the relationship between competition and innovation by focusing on the propensity to innovate
of new entrants relative to incumbents in the hard drive industry. He finds that despite strong pre-
emptive motives and a substantial cost advantage over entrants, cannibalization makes incumbents
reluctant to innovate, which can explain at least 57% of the incumbent-entrant innovation gap. Hence,
the replacement effect appears to be stronger than the preemption effect. Igami and Uetake (2019)
study a stochastically alternating-move game of dynamic oligopoly and estimate it using data from
the hard disk drive industry, in which a dozen global players consolidated into only three in the last
20 years. They find plateau-shaped equilibrium relationships between competition and innovation,

with heterogeneity across time and productivity.

Thus, the evidence, although scarce, confirms that the impact of competition on R&D is industry-
dependent, and that both the incremental value of an innovation and the incremental value of regular

profits (the impact on the replacement effect) are key, varying depending on the industry.

6 Concluding Remarks
This paper develops a continuous-time model of R&D in which innovation is modeled as a sequen-

tial Bayesian learning process. Firms acquire information about the profitability of uncertain inno-

vations over time and decide optimally when to implement, abandon, or continue experimentation.
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Our framework departs from traditional patent race and winner-take-all models by considering en-
vironments in which innovations are non-drastic, incremental, and non-exclusive. We study the
innovation behavior of solo innovators with one or two sequential and correlated ideas, as well as

strategic interactions between leader and follower firms.

The theoretical results show that the relationship between competition and innovation is context-
dependent. In particular, we find that: (i) an increase in competition intensity generally leads to
longer experimentation periods, as measured by the expected time conducting R&D; (ii) however,
the probability that the innovation is implemented may rise or fall with competition, depending
on how competition affects the incremental value of innovation, i.e., the difference between expected
profits from innovation and profits from current technology, as well as its change with the belief that
the idea is bad; (iii) when firms explore sequential, correlated ideas, stronger correlation improves
experimentation efficiency and increases the likelihood of implementation if the first idea has a higher
learning speed; and (iv) when firms compete sequentially, the presence of a follower can induce
either a preemptive or encouraging effect on the leader’s R&D strategy. This depends on the impact of

innovation on the incremental value, its change, and on the impact on the replacement effect.

These findings provide a richer understanding of innovation dynamics in markets where technolog-
ical rivalry is ongoing, information arrives gradually, and innovations do not fully displace one an-
other. The framework is consistent with several empirical settings, including pharmaceutical R&D,
microprocessors, consumer electronics, and battery technology development, where innovation is

cumulative, uncertain, and shaped by market structure.

Our model offers implications for innovation policy. First, policies aimed at encouraging innovation
should recognize that increased competition does not universally foster R&D. In settings where com-
petition reduces the incremental value of innovation—by compressing post-innovation profits more
than pre-innovation profits—firms may delay implementation or abandon innovation altogether. In
such cases, targeted R&D subsidies, cost-sharing mechanisms, or temporary IP protections could

offset these disincentives in the event that social efficiency demands so.

Second, regulatory interventions that enhance transparency and information spillovers (e.g., open
science frameworks or clinical trial registries) may complement innovation by increasing learning

speed, especially when firms face correlated ideas.

Third, policies that affect market entry or structure should account for dynamic interactions between
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incumbents and entrants. For example, if a follower’s innovation discourages an incumbent from
innovating, strengthening forward-looking IP mechanisms or licensing rules may help maintain in-

novation incentives without relying on exclusivity.

Lastly, fostering a competitive but not overly fragmented market structure may be optimal. This
aligns with empirical findings (e.g., Aghion et al. (2005)) of an inverted-U relationship between com-

petition and innovation, which our model reproduces under specific parameter configurations.

Overall, this paper contributes a tractable and generalizable framework that highlights the nuanced
interplay between belief formation, competition, and innovation. Future work may explore richer
dynamics, including endogenous entry, leapfrogging innovations, or the role of data-driven feedback

in real-time learning environments.
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A Proofs for the Case of One Innovating Firm with One Idea

PROOF OF LEMMA 1:

(@). If min{7C(1;u), ©B(1;4)} > 7'(0; u), then it follows from the definition of V() that for any
5 € 10,1 V(6) = (m®(1;u) — (7t(0;u) — c)). As a result, firm i’s optimal stopping problem in (4)
satisfies

V(6) =supE; [e7" T V(;)] =supE, [e’” (7L ) — (7(0; ) — c))}

TeT TeT

< sup E; |7 (1; ) — ((0; ) — )]

eT

= B[ (L )] — (2 (0; ) — ©),

where the last equality follows from the optional stopping theorem and the fact that J; is a bounded
continuous martingale. Since Es[7"% (1; 1)] — (71(0; #) — ¢) > 0, we conclude that it is optimal for the

firm to implement its idea immediately, i.e., 7* = 0 and 4* = 1.

(b). The proof follows trivially by noticing that the maximum expected payoff that the firm could get
by implementing the idea equals 5m(ax) Es[7%(1; )] — (1(0; ) —c) < 0.0
€(01

PROOF OF THEOREM 1: For an f € C? that solves (QVI) we have

e £(50) = £(6) +/()Te”’}-[f(5t)dt—|—/ore”a(5t (1—6,) f'(6;) dB;
< f(0) + /OT e "o é (1—6) f'(6r) dBy,

where the equality follows from integration-by-parts and Itd’s lemma and the inequality follows from
the fact that Hf(6) < 0 (second QVI condition). Taking expectation and canceling the stochastic in-
tegral, we get E[e™"7 f(67)] < f(J). From the first QVI condition it follows that E[e """ V(d;)] <
Ele "™ f(6)] < f(6). Taking the supreme over all stopping times T > 0, we conclude that f(J) >
V(6). Finally, all the inequalities above become equalities for the QVI-control associated to f. This
follows from Dynkin’s formula and the fact that the QVI-control is the first exit time from the contin-

uation region C. [
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PROOF OF PROPOSITION 1: Let V(6) be the function defined in (11). We will show that V(¢) satisfies
the (QVI) optimality conditions and so by Theorem 1 it is equal to the firm’s optimal expected payoff
in (4). To this end, note that V(6) € C2, which follows from the smooth-pasting and value-matching
conditions. Also, by (28) and the fact that V(¢) is piece-wise linear, we have that

;

—rV() if 0<6<,

(HV)(5) = 0 if §<d8<3,

—rV() if <<l

From this, and the definition of V(9), it follows that (KV)(6) < 0 and (V(6) — V(8)) (HV)(6) = 0
forall 5 € [0,1]\ {4,5}. Thus, V(6) satisfies the second and third (QVI) condition.

Next, we show the existence and uniqueness of a function V(¢) satisfying the condition in the propo-
sition. To simplify the notation let us define an auxiliary family of functions {V(4;3): 6 € (0,1)}
parameterized by 6 € (0,1) such that

V(5;8) = Bo(8)F(8) +B1(5)F(1—0) if 0<s6<,

where the constants f(d) and B (8) are chosen so that V(6 8) is continuously differentiable at § = 4.

To find By (6) and B1(6), we impose value-matching and smooth-pasting conditions at § = ¢:

Po(O)F(0) + P1(0) F(1—=6) =1  and  Po(d) F&(9) + p1() Fs(1—3) = 0.

Using the fact that F5(5) = F((S)m and F5(1—6) =F(1— 5)(77

—6)
5(1—=0) 5(1_5),wegetthat
~  (r=9 «  (r+é-1)
PO =m0 —ore ™ AL =G T Ea =g

Since 7 > 1 it follows that By(6) and B1() are both positive for § € (0,1). Furthermore, () 1 oo as
51 1and B1(5) T oo aséd | 0. It follows that

o (1=9) FQ) 4 (H0-1) FA=0) ¢ 55,
V(5;0) = )
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By construction the function V(6;8) is continuously differentiable in (0, 1). Furthermore, in the region
6 € (0,8) it is also decreasing and strictly convex. To see this, note that in this region V(4;§) satisfies

the differential equation (26) and so

2 —~ _
(0o(1—0))2 (W(‘S"‘S)>
2
“(os(1—0))

Wﬁf/(a;c?) —rV(88) =0 = V(&) =

> 0.

This proves that it is strictly convex. In addition, from the smooth-pasting condition V'(5;48) = 0. As

V'(8;8) increases with 8, we get that V'(5;8) < 0 in the region § € (0,4) proving that it is decreasing.

To complete the proof, we will show that there exists a value of
§>6:= (L) — (0 ) / (7 (1) — 7P (1; 1)),

such that the associated function 17(5 ; §) satisfies value-matching and smooth-pasting conditions with

the function (1 — &) 7r'C(1; u) + 8 7w'B(1; u) at some & < 4.
The argument combines the following facts:
i) The function V(4;4) is monotonically decreasing and strictly convex in (0, 5] as argued above.
ii) The function V() is piece-wise linear in (0,1).
iii) )7(5; J) is monotonic in 4, that is, 17((5; 51) < ]7((5; 5,) for 61 < 6.
iv) Forall § € (0,1) we have that V(4;8) 1 oo as 8 | 0.

v) For & sufficiently large V(8;5) > V(4) for all 6 € (0,5).

Point (iii) follows from noticing that in (A) the first-factor numerator is null when § = § and decreases
with J as F/(8) < 0, then the numerator is negative for all § < é. The denominator is always positive.

Finally, the second factor is negative by v > 1.

> 0. (34)

aV(5;8) 1 [F(1—8)F(8)—F(&)F(1—8)] v(1—7)
96  2y—1 F(1—6)F(4) 5(1-9)

Point (iv) follows from noticing that F(0) 1 o0 as é | 0. Finally, (v) follows the fact that Bo(5) grows
unboundedly as é 1 1.
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Combining points (i) and (iv), it follows that if § < §, the function V(4;5) will intersect V(J) in a
non-smooth way in the region (0,4). Thus, smooth-pasting can only be achieved if § > 4. On the
other hand, by point (v) for § sufficiently large, the function V(J; ) never intersects V(4) in (0,5) and
so again there is trivially no smooth-pasting in this region. Thus, by the continuity V(4;4) on § and
points (i) and (ii) there exists a § such that V(; §) intersects smoothly V (4) in the region (0,5). Finally,
by point (iii) there is a unique § € (,1) for which V(4;§) satisfies the smooth-pasting condition. [J

PROOF OF PROPOSITION 2: To derive the moment generating function E;s[e° 7] of T, let us consider a
function f(6) such that f(§) = f(§) = 1 and
; 0252 (1—-6)>f"(6) +sf(6) =0 foralls € [5,3].

For s < 02/8, the solution to this ODE is given by f(6) = Ko F(8) + K; F(1 — &) for two constants of

integration Ky and Kj, where

(1—06)16) , 14++v1—8s/02

F() =

We find the values of K and K; imposing the boundary conditions f(§) = f(§) = 1. It follows that

(F(1—0) — F(1 = 4)) F(6) + (F(8) — F(9)) F(1 = 9)
) :

- F(
f) = F(O)F(1—8) —F(8)F(1 -0

From Dynkin’s formula (see Qksendal, 2013), we get

Eale” F(00)) = £0) + s | [ (5076 (1 =07 £7(0) + 5 £(0)) | = £00).
But since f(8) = f(5) = 1, we have that Es[e*T f(6;)] = Es[e°T]. We conclude that

Eyjem = FAL=8) = F1=0) F(¢) + (F(0) ~ F(§)) F(1-¢)
' F(8) F(1—8) — F(3) F(1—0) :

To compute the expected duration of due diligence, Es[7], we can either evaluate the derivative of

Es[e° 7] with respect to s at s = 0. Alternatively, consider a function g(d) such that

1 -
EUZ > (1-06)2¢"(6) =1 foralls € [4,94].

One particular solution is given by




Then, it follows that
71
Eslg (6] = 9(6) + s | [ 5202 (1= 02"(9)dt| = 5(0) + Bl

But since Es[¢(d:)] = ¢(8) Ps(6r = &) + g(6) Ps (6 = ), we conclude that

1021

Finally, we use a similar derivation to compute Ps(d; = §) and Ps(6r = §) = 1 — Ps(d; = §). Let us
define the function h(6) such that h(§) = 1, h(5) = 0 and
%02 2 (1—6)2K"(5) =0 forallé € [4,d].

It follows that h(6) = (6 — ) /(6 — ). Then

(o]
|
(o %)

Ps(6r = 8) = E;[1(6 = 8)] = Es[h(6-)] = h(8) + Es [ /0 ' % 0% 8% (1—6)2H"(8) dt| = h(8) = 0

(o 9]
|
[

122 PROOF OF PROPOSITION 3 AND PROPOSITION 4: The function V(4;6*) must satisfy smooth-pasting
w02 and value-matching conditions at §*, J satisfying its corresponding smooth-pasting and value-matching

102+ conditions.

s Thus, value matching and smooth-pasting at (6%, 6*) entail the following

1026 9(é*} 5*)C = é*ﬂiB(l;,”) + (1 - é*)niG(l;,u) - 7.[1‘(0;‘”) +c
1027 v&(é*/' 5*)C = niB(l;,u) - nic(l;y)

s Let Ar(u) = m8(1; 4) — 7% (1; 4) and normalize ¢ = 1. Totally differentiating both equations with
1020 Tespect to 4, 6, and (B (1; i, G (1; i), we get that

Vs(8%8%) — Dn(p)  Vs(0%;6%) | e G 1—06° & -1
1030 R _ ~ . _ _ _ =
V@(é*;é*) Vég(é*;é*) o* 0%s 0% -1 1 0

1031 Recall that

1032 9(5;5)2 (29=1) F(1-9) ) (35)
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w33 Thus, the determinant of the matrix is given by

det U =((V3(8%:8%) — D)) Vys(8%:8%) — Vss(6%: 54 V56 5%) =
1035 - v@(é*; 5_*)]75(é*; 5*) <0

s where the inequality readily follows from the fact that smooth-pasting implies that Vj(8*;6*) =

w7 Ar(i), V(0;6%) is decreasing and strictly convex in § and non-decreasing in & for any given ¢, and

1038 aVéfS,S) = 2,)/1_1(5(11_5) ((7_5)(1_7_5>§E§—;+(7+5_1>(7_5)§8:§_;> <0’
V5 y1-7) 1 _F(6) _ L F(1-96)
S = aror (0O Ry o g g) 2o
V(8 1 (F(1—6) F()\v(1-17)

o @ 27—1 (F(1—5)_F(5)> 5(1—9) >0,
1042 and

?V(5,5) _y(1-7) 1 F(1-9) F(8)
st = oy s (ORI e D) <0
1044 Thus,

S e LS oen =7 1 Y—=6 y+6-1\F(1-9)
Yallo) +Vulld) =5 5(1—5><<5<1—5> -5 r-p*
Y+d—-1 =4\ F(9)

<5(1_5) - 5(1-4) F(9)

107 Substituting in for F(6) and F(1 — §), collecting terms and using the facts: 6 > J and y > 1, we get

143 that the term in parentheses can be rewritten as follows

s (=820 (=pP0 D (-ar (-
1049 Y <(5(1 — 5)é(1 — é) ( 527 - éz,y + éZ('yfl) — 20-1) +
_ B (1 _ 5)2(7—1) (1 _ é)z(y—l) . (1 _ 5‘)27—1—1 (1 _é)ZW—H
o ((5(1 —9)o(1- é)< 0T 527 0 ) R o= S20r1) =0.

w51 and therefore Vs5(0%;6*) + V5(8%;6%) > 0 since > 1
w2 Next, Cramer’s rule implies that

8" V55(8%;8%) — V5(6";5)
detV

*x
YnB —

>0,

1053
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1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

1068

1069

1070

1071

1072

1073

1074

1075

1076

1077

and

Observe that if

then

* <<
andéy = 0.

If

then

and 5; > 0.

1— M) V;:(8%:6%) + Vs (6% 6*
;ﬁ:( ") V(8 A) 5(0 )>0’
detV
- 5 Vs (5*: 5+
(S;B:—i @(; )>
detV

~

—(1 = 8")V5s(8%;5%)
detV

%
G

>0,

x —17@@*; 5*)
T detV

5 — 9@ (é*; 5*)

— <0,
a detV

Q*NLB +(1- é*)n;,G — 71; <0,

5r = rst (L) + 8t (1) + 85, (05 1) <0,

é*rc;,B +(1- é*)n;,G — nL >0,

8 = Oty (L) + Sy (1) + 857, (0; 1) < 0.

Note that é; < 0if and only if

Because 7

iG
4

Vss(6%38°) (i — 7, ) — (0V55(058") = V5(8%:8") (il — i) 2 0

H

— P > il — 7, then Vs (& — mP) < V(i — 7l,). Thus,

>

>

0

Vys(0%38°) (mif = 7, ) — (8V3(8:8") = Vs(8%8) (mif — i)

(1= 8)Vy5(678%) + V5(8%:8") (my” — m)f)
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1078

1079

1080

1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

where the last inequality follows from the fact that the second term in parethesis is positive.

Observe that

8y — 05 = (8rs — )0 (L) + (Br — e )y (L ) + (65 — 65) 7, (0 1) <0,

where R i R ] ~ )
c o Vs(0750%) = 0" (Vs (0750%) + Vs (750%))
58— 08 = ——= = <0,
detV
L (1= (Vss(8%57) + Ves(8%8%)) — V5(5%56%)
76 — 956 = — = >0
detV
and

Vss(8"56%) + V5(8%:8%)

— < 0.
detV

5= 5=
It readily follows from this that

Yul® 52;5” ) (5 (it — i)+ (1= (i 1)) +

S (- (e =)

Thus, 5; — é; > 0 if and only if

505 =

—0* (Vss(6%;8%) + Vss(8*;6%)) + V5(5%;6%)
(Ves(9%;6%) + Vg5(8";0%)

iG _ i
T = T, >

? (= m7) (36)

The left-hand side is positive, and the rigth-hand side is negative since the ratio is positive and the

term in parentheses is negative. Thus, 5;; — é; > 0.

Recall that _
")
P;(d*=1) = =
5 ( ) ‘5* (S*
and therefore
dPs(d* =1) -, 0—0" , 0"—0
= <
a]/l 514 (5* é*)Z +éﬂ ((5* (5*)2 — 0’

whenever
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wss and it is positive when the opposite holds and either §* > 1/2 or §* < 1/2 and condition (??) holds.

100 Otherwise, %’1:1) > 0 whenver

ic i
T

1097 > N(é*r 5*)
B — i
H 14

1098
—TPs(d* = 0)8* (Vss(8%;6%)) + Vss(8*;8%) + V(8% 5*) + 8*Vi5(8%; %) — V;5(5%;6*)
—TPs(d* = 0)(1 — 0*)(Vss(8*;8%) + Vys(8%:8%)) — V5(8%;8*) + (1 — 6*)Vy5(8%;6%) + V5(8*;8%)

1099 N(é*, 5_*)

Recall that

Es[t"] = Po(d” = 1) g(8") + Ps(d" = 0) g(6*) — g(5), where g(6) = > (10_2 ) 1o (1 5 5> -

noo It readily follows from this that

aIE(s [T*] . alpg(d* = 1)
o ou

(8(07) = 8(6%)) +Ps(d” = 1) '(87)3;, + Py (d* = 0) §'(6%) 3,

where

2 ( o 1-6 1-25
§0) =2 —5a=y )
o Thus, ¢'(8) < 0ford < 1/2and ¢'(8) > 0 otherwise and ¢ (6) > 0. In addition, g(8) — ¢(6) > 0 if

ne §<1/2,8(8) —g(5) <0if >1/2,and g(8) — g(5) S 0if § <1/2 <.

1103 Observe that

alEgLT*] — Py = 0)3; (g/(c?*) - 8@ :f;(y)> T+ Py(d" = 1)8; (g’(é*) 8@ sl :;(5*)) .

1105 This can be written as follows

alE5[T*] T TH g(g*) - g(é*)
1106 a"l/l :(Sy <g,(5 )— W +
o[ s o 80) =80\ s (risey  8(0%) —8(8%)
1107 IP(s(d = 1) <5H <g/((5 ) _ ﬁ _5}1 g/(5 ) - W .
s It follows from this that if éy < 0and éy <0
1109 a]Eé[T ] >0 = ][35<d* = 1) > L

oy
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110 where .

5 (g0 - 895

5 (g/(5%) — 85580 )

uz  Substituting for the value P;(d* = 1) and the grouping terms, we get that this holds whenever
ws A(S* — %) > 0. Thus, Es[t*] rises with .

1111 A

Because ¢(-) is strictly convex and 6* > ¢, the first term in parenthesis is positive and the second is
8 y P P

negative, if % > 0, and 5* < 0, the expected time falls with u. This happens whenever
& " j p I pp

é*rc;f +(1- é*)TCLG _ 5B (1 — 5*)7iC
7'5;, 7Tt

6’ + (1-6)m'S
ol + (1 - &)

Figure 2: Comparative Statics

114 PROOF OF PROPOSITION 7: Value matching and smooth-pasting at §* entail the following
1115 V(858 (i;0) = B (L) + (1 —6%) S (1; )
s V(&8 (;0) = P (L) — (1)

u1r  Totally differentiating both equations with respect to 9, §, and -y, we get that

1118 V01ip)Vs(€538%) = Bal) V(inip) V(e _ _Vw(p)(n;p)v(é*;g*)
V(11;0) V(9% 6%) V(11;0)Vs5 (8" V(o) (g:0) Vs (855 6%)
u1e  where

1120 V’y(p)(ﬂ;p) Z 0
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121 and the sign follows from the following facts: i) ((27;71)) rises and (z;j:f)) falls with v whenever
uz 77 >1/2; and ii)
E(y) _E(), (1=m 7
1123 3<F(ﬁ)>/a’y_1:(ﬁ)ln 7 1_;7 >0
124 and
F(1—1) _ _FQ=nm) (1=n 7
1125 8<F(1_ﬁ)>/a’y— F(l—ﬁ)ln " 1_17 < 0.

26 Next, Cramer’s rule implies that

—V55(0%8%) + V5(87:8%)

v &) = Y Voo (1:0)V (1) V(8767) < 0

1os and S

129 o) = mvy(p)(ﬂ;pﬁ?(ﬂ;p)%(% ) <0

us  Thus,

. - 8t = Vs5(0%;0%) + V(z(ei*éé*) — V;(8%;6%) V) (1:0)V(1:0)V(8%5%) < 0

0

133 PROOF OF PROPOSITION 10. Observe that

1134 IETz,dz,5z [e_rTZ(O’G) (7‘(192 (0, dz(o, G), ‘Ll) — 71'1 (0, 0; y))] +c
1135 =E., [e’”Z(O'G)]P(dZ(O,G) = 1)((527'513(0, 1)+ (1 —6,)m¢(0,1; 1) — w1(0, O u)) +c
1136 >0
(0,0;u) — '€ (0,1; 1) — ¢
11 >
¥ 02 mB(0,1;u) — 71G(0,1; 1)
1138 and

o Boya,s [0 20 (05 (1,d5(1, B); ) — B (1,0,))] + 7B (1,0, ) —

o By g5 [677 200 (719%2(1,dy(1, G); ) — 719(1,0;p))] — 71€(1,0; 1)) <0
1141 <

14

Es, [e "2 BP(dy(1, B) = 1) (62771 B8(1, 1, ) + (1 — 62) ' BC (1, 1) — B (1,0, 1)) + B (1,0, 1)) —
ns B [e 7 2OIP(dy(1,G) = 1) (7B (1, 1) + (1 — 82)CC(1, L) — 7'(1,0;m)) — 71(1,0;m)) <0,

52



where

>0

52(511/91) — 52
Ps(d2(dr, 61) = 1) = =
(5( 2( 1 1) ) 52(d1,61)_é2(d1/91)

144 for all (52 S 52(611, 91)

ws Boaes (e 20 (7101, d2(1,60); ) — 71 (1,0;)] +

s 0t B(1,0; ) 4+ (187 (1,0;u) — (0,0, ) +¢c =

nr 0B, [ RIBIP(dy(1,B) = 1) (627" BE (1, L) + (1= 82) B (1, ;) — 7B (1,0;p) ) +

ws (1= 081)Eg, [e 2V P(dy(1,G) = 1) (62" CB(1, L) + (1 — &) 9C (1, 1, ) — €(1,0; y))>+
o St P(L,0 ) + (1—61)m' (1,0, ) — 7 (0,0;4) +¢ >0

uso  Substituting these back into the smooth-pasting and value-matching conditions, comparing them

ust  with the ones in equations (12) and (13), and simplifying, we deduce the result.

1152 D
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